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Figure 1. Overview of Team IMAGCX’s technique for low-light-srgb-enhancement track.

In this report, we introduce the technical solution and
training details of our team.

This competition adopts the low-light image enhance-
ment dataset proposed by Fu et al. [1]. The training data
contains 1,700 paired sRGB ultra-high-definition (UHD)
4K images. To solve UHD low-light image enhancement,
several recent state-of-the-art methods have been proposed,
for example LLFormer [4], UHDFour [2], and MixNet [5].
We first conduct cross-domain generalization analysis on
these methods, and we find that MixNet can better gener-
alize to unseen real images. Thus, MixNet [5] is employed
as the network backbone for low-light image enhancement.

Figure 1 shows the overview of the network architec-
ture. It aims to map an UHD low-light input image x ∈
RH×W×C to its corresponding normal-clear version y ∈
RH×W×C , where H , W , and C represent height, width,
and channel, respectively. To reduce computational com-
plexity, it downsample the input to 1/4 of the original res-
olution by PixelUnshuffle. Subsequently, the shallow fea-
tures go through multiple deep feature mixer blocks. Each
feature mixer block mainly consists of a feature modula-
tion network and a feed forward network. To better cap-
ture long-range pixel dependencies in UHD images, feature
modulation network combines spatial and channel dimen-
sions for joint feature modeling. Finally, we use PixelShuf-
fle upsampling to reconstruct the final image.

We conduct model training in PyTorch framework on 8

NVIDIA GeForce RTX 4090 GPUs. Furthermore, we in-
corporate other public UHD low-light image enhancement
datasets (UHD-LL [2] and UHD-LOL [4]) into the network
training. Similar to [3], patches at the size of 2000 × 2000
are randomly cropped from the image pairs as training sam-
ples. The training data is augmented with random rotation
and flipping. To optimize the network, we adopt L1 loss as
the optimization objective, and we employ the Adam op-
timizer with a learning rate 2 × 10−4. In total, we per-
form 600k iterations. During the testing phase, we perform
full-resolution inference using one NVIDIA GeForce RTX
4090 GPU. Note that we employ a self-ensemble strategy to
further improve performance. The code and model are re-
leased at https://drive.google.com/file/d/
11Yn6Q4gCjLxWllwApaWRJW5K5DRyylF4/view?
usp=sharing.
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