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Abstract

We provide an overview of our approach aimed at tack-
ling the challenges of object detection and instance seg-
mentation in the Low-light Object Detection and Instance
Segmentation Challenge. Our strategy involves integrat-
ing 18 predictions from different models using the Weighted
Box Fusion (WBF) technique [10], which yields outstand-
ing performance in object detection. Furthermore, we uti-
lize a RTMDet [8] to compete in the segmentation track.

1. Method
In this section, we present details of our method for both

Object Detection track and Instance Segmentation track.

1.1. Object Detection

Several prior studies [3–5, 11] have endeavored to en-
hance image cognition performance in extreme conditions.
Despite demonstrating superior efficacy compared to their
respective baselines, we have observed that employing con-
ventional methodologies on the dataset in this challenge
yields comparable effectiveness while being straightfor-
ward to implement. Consequently, we adopt a simplified
approach by treating the low-light images from the chal-
lenge dataset as conventional RGB images.

As shown in Fig. 1, we trained several detectors, includ-
ing RTMDet [8], YOLOX [6], Dino [12] and Co-DETR [13]
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Figure 1. The overview of the proposed object detection
framework.we trained several detectors, including RTMDet [8],
YOLOX [6], Dino [12] and Co-DETR [13] on the challenge
datasets, and then ensemble the predictions from those models to
achieve better results. We employed Weighted Box Fusion [10] as
our ensemble method.

on the challenge datasets, and then ensemble the predictions
from those models to achieve better results. We employed
Weighted Box Fusion [10] as our ensemble method.

1.1.1 RTMDet

RTMDet [8] is an efficient real-time object detector that sur-
passes the YOLO series. Apart from adjusting the number
of output classes, we made no modifications to RTMDet.
RTMDet-x and RTMDet-l models were chosen due to their
high mAP on the COCO dataset.



1.1.2 YOLOX

YOLOX [6] is a highly advanced detector that represents a
significant improvement upon the YOLO series. Apart from
adjusting the number of output classes, we made no modi-
fications to YOLOX. Taking into account both performance
and training costs, we opted for YOLOX-l.

1.1.3 DINO

DINO [12] is an advanced end-to-end object detector. Apart
from adjusting the number of output classes, we made no
modifications to DINO. DINO-Swin-L model was chosen
due to its high mAP on the COCO dataset.

1.1.4 Co-DETR

Co-DETR [13] is a novel training scheme aimed at improv-
ing the efficiency and effectiveness of DETR-based detec-
tors. Apart from adjusting the number of output classes, we
made no modifications

1.2. Instance Segmentation

We trained a single RTMDet [8] model for instance seg-
mentation without employing any ensemble methods.

2. Implement Details
2.1. Dataset

We solely utilized the challenge dataset for training. Ad-
ditionally, we attempted to augment our training data by
incorporating the COCO dataset which was unprocessed
according to [1], preserving annotations with common
classes. However, this augmentation did not yield improved
results. It is necessary to point out that we still utilized the
pretrained weights on the unprocessed [1] COCO dataset
to initialize some of the models, aiming to enhance the di-
versity of our model zoo, which proves advantageous for
ensemble methods.

During the initial phase of the challenge, only annota-
tions for the training set were available. Initially, we ran-
domly divided the training set into a proxy training set and
a validation set using an 8:2 ratio. Subsequently, we trained
the models and optimized the training settings to enhance
performance. These settings were then uniformly applied
for training on the original complete training dataset, ensur-
ing full utilization of the available data.

2.2. Training

To achieve higher performance, we initialized the model
weights using pretrained weights from the COCO [7]
Dataset. However, Co-DETR [13] was an exception, as we
found that the pretrained weights obtained by training first

on Object365 [9] and then on COCO [7] performed better
than those from COCO [7].

During the validation and test phases, we retained the
weights from the last epoch for evaluation on the official
validation and test sets.

We utilized the MMDetection framework [2] to con-
duct all experiments on 4 machines, each equipped with 8
NVIDIA RTX 3090/4090 GPUs.

Due to the extensive nature of our training process,
which involved training over 18 models for ensemble, pro-
viding detailed training configurations in this paper may not
be feasible. We recommend referring to the config files in
our code repository for more comprehensive information.

2.3. Ensemble

Table. 1 briefly describes the type of model and any
specific strategies employed. For example, ”Dino-Swin-L”
signifies the use of the Dino model with the Swin-L Back-
bone, while ”Dino-Swin-L with TTA” indicates the same
model enhanced by test-time augmentation (TTA). Addi-
tionally, the descriptions encompass different versions of
the RTMDet and Co-DETR models, which may incorporate
varying parameters like dropout rates or random seeds dur-
ing the training phase. ”obj2coco” indicates that we use pre-
trained weights obtained by training first on Object365 [9]
and then on COCO [7] to initialize the parameters of the
model.

These predictions were then utilized in the weighted box
fusion to ensemble predictions. The weight of each predic-
tion was determined using a grid search algorithm on the
proxy validation set described in 2.1.

For more details about the ensemble process, please refer
to the configuration files in our code project.

3. Results
As shown in Table2, our ensemble method for the Object

Detection track attained a mean Average Precision (mAP)
of 0.76. Additionally, our RTMDet model for the Instance
Segmentation track achieved an mAP of 0.58.

4. Conclusion
In this paper, we provide an overview of our approach

aimed at tackling the challenges of object detection and
instance segmentation in the Low-light Object Detection
and Instance Segmentation Challenge. Our Object Detec-
tion strategy involves integrating 18 predictions from dif-
ferent models using the Weighted Box Fusion (WBF) tech-
nique [10], which yields outstanding performance in the
challenge.
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Table 2. Results of our methods

mAP mAP50
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Instance Segmentation 0.58 0.79
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